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1 Introduction

At the REL-6 adhoc meeting (Wokingham, Jan 2003) a proposal for UTRAN Evolution architecture [2] was presented for study under the SI “UTRAN Architecture Evolution”. During the discussions a concern was raised by several companies about the so-called Last Mile issue, consisting in duplication of related Iu and Iur traffic on the very edge of the network, and thus creating a bandwidth issue over narrowband last mile links.

In the RAN WG3#34 meeting (Sophia, Feb 2003), the proponents addressed these concerns in [3], but the contribution was not handled due to lack of time. The contribution was re-submitted for RAN3#35 (Seoul, Apr 2003) (see [4]).

The present contribution is a reply to the contribution in [4].

2 Discussion

This section refers to Section 2.1 "Soft Hand-over in The Distributed Architecture" from the contribution in [4].
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The figure above is taken from [4]. We would like to comment on some statements made about this figure in this contribution. The original text is indented.

The case on the left may have an undesirable effect on the needed last mile capacity of the 3rd NodeB+. This is for the reason that its potentially narrow-band last mile now has to support not only the Iu traffic of its own but also the Iur traffic of the drift NodeB+ (#1). 

This paragraph recognises that there is a potential bandwidth issue, with which we agree.

In the case in the middle the MDC location has been optimised to remove the need for double capacity in the last mile. The optimisation here is to locate the MDC in the root of the narrow band last mile.

The case in the middle is described as an optimisation, but this optimisation is obtained by locating the MDC according to the knowledge of the TNL topology. Hence, an assumption is made that the TNL topology should be known at the RNL layer.
The case on the right depicts another optimisation. There the MDC point is in the 1st NodeB+ that has such a high capacity that it has become economically justified to arrange higher capacity transmission for it. For example, it could mean that instead of using 6 E1 lines (12Mbps) one E3 line (34Mbps) is used for cost reasons. In this case the last mile problem no longer exists, thanks to the extra transmission capacity that is available in any case. These examples are to show that in the evolved architecture the location of the MDC point can be optimised based on transmission topology and/or on other aspects like the optimal use of the processing resources of NodeB+.

The case on the right is described as an optimisation, because the link between NodeB+_1 and NodeB+_2 is a high-speed link (E3), so that duplication of streams does not matter. Hence, an assumption is made that the bandwidth of TNL links is known at the RNL layer and could be used for making optimal relocation decisions.

On the very right of the figure the same case is depicted in Rel99 architecture. It is seen that in Rel99 architecture all SHO branches, i.e., Iub traffic, are transported end-to-end in parallel from the RNC down to the destination NodeBs as independent Frame Protocol data streams. In the proposed distributed architecture the capacity needs in the transmission network area between NodeB:s and RNCs are to significantly decrease, thus freeing it for other use or to enable arrangements for smaller transmission capacity there.

This statement on the drawbacks of R99 architecture is biased. It implies that the new proposal allows for overall bandwidth savings in the UTRAN transport network, enabling “arrangements for smaller transmission capacity”. We think that this is fundamentally flawed if applied as a dimensioning principle of the UTRAN transport network and here we explain why.

We expect that the transport links close to the UTRAN edge should be dimensioned according to the worst-case traffic on the radio interface. This is easy to achieve in R99 architecture, because the TNL capacity of every Iub interface can be computed directly as a function of the maximum transmission capacity on the radio. The duplication of Iub streams in R99 architecture (referred to in [4]) takes place in the upper portion of the access network where bandwidth is less of an issue. Specifically, it should be noted that with R99 there is never duplication of Iub streams in the Last Mile, as can be seen from the figure. Finally, this duplication of Iub streams in R99 is not an issue in itself, because, as we said above, TNL dimensioning in UTRAN would be done according to the worst-case, and all the duplicated Iub streams in R99 are already comprised within this worst-case.

The situation is completely different with the proposed architecture. The Iur stream which is added on top of the Iu stream in the Last Mile requires extra bandwidth i.e. bandwidth in addition to the worst-case scenario (the worst-case being the one in which the Iu capacity is calculated according to the NodeB+s radio capacity). Things get even worse if there is more then one Iur leg in a call.

In conclusion, it should be clear that with R99 there is absolutely no Last Mile issue, whereas the duplication of Iub streams in R99 is not an issue because all the duplicated Iub traffic is already comprised within the worst-case scenario.

It should also be clear that the capacity gains in the proposed architecture (as stated in the quoted paragraph from [4]) take place in the broadband portion of the transport network, rather than the Last Mile. It would be a mistake to count on these savings for the purposes of transport network dimensioning. Furthermore, we believe that optimisations in the “last mile” distribution network are best left to the designers of the transport network physical plant rather than trying to guess at the TNL topology from the RNL.

In the contribution [4] it is also said:

To allow the system to locate the MDC point in the way as depicted in figure 2, some enhancements are needed in the current Rel99 based relocation procedure. These enhancements have already been documented in the TR25.832 “Manifestations of Hand-over and SRNS Relocation”, and they were also studied in the Rel5 SI “Relocation Enhancements”.

This statement implies that the decision for Relocation could be made according to the constraints of the underlying TNL network (topology and link bandwidth) and that the necessary enhancements have been studied or documented. To our understanding the goal of the Relocation Enhancements studied in [1] was to allow for “SRNC load sharing” i.e. to allow for “significant processing savings for one overloaded RNC” (taken from [1]). Specifically, the report for SI “SRNS Relocation Enhancements” [1] makes no mention about the location of the MDC point as being one of the study goals.

3 A Related Last Mile Concern

This section describes an additional concern with the proposed architecture, which has not been discussed so far. The Seamless Relocation procedure has been introduced in REL-4 (see [5]) allowing for lossless relocation of real-time traffic (i.e. Streaming and Conversational). Seamless Relocation is different from Lossless Relocation in that (among other thing) it requires for the traffic towards the Target RNC to be sent across the Iur interface, while at the same time being GTP-tunnelled over the Iu interface and via the Core Network. When Seamless Relocation is applied to the new proposed architecture, the result is illustrated in the following figure.
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It should be clear from the figure that Seamless Relocation brings an additional data stream in the last mile (the GTP tunnel between Source RNC and Target RNC) on top of the Iu and Iur streams, which only aggravates the last mile issue.

4 Conclusion and proposal

It is proposed to agree that there is a real issue with SHO and Seamless Relocation with the proposed architecture regarding the last mile capacity. It is also proposed to agree that the constraints of the underlying TNL network (e.g. topology and link bandwidth) must not be considered for making SRNS Relocation decisions or any other RNL decisions.
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